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Abstract. Atrial Fibrillation AF reported as the most occurring heart arrhythmia.  
Steadfast detection of AF in ECG monitoring systems is considerable for early 
treatment and health risks reduction. Various ECG mining and analysis efforts 
have addressed a wide variety of technical issues. However, the morphological 
descriptors are changing along the time within the different patients. As a result, 
the classification model constructed using old training data is not accurate enough 
to detect AF. This paper presents an outstanding dynamic learning method to 
achieve better AF arrhythmia detection in real-time applications. The 
performance of our proposed technique showed 96.2%, 99.7%, and 99.4% for 
sensitivity, specificity, and overall accuracy respectively. Accordingly, the 
proposed Cache learning method can be introduced to improve the performance 
of the AF intelligent detection systems. 

Keywords: Atrial Fibrillation, Cardiac Monitoring, Electrocardiogram (ECG), 
and Dynamic Learning. 

1 Introduction 

 Among all cardiac arrhythmias, Atrial Fibrillation (AF) reported as the most 
common one. AF causes the heart to beat in irregular basis, which causes pushing blood 
ineffectively then the patient suffers from the lack of oxygen. Usually, it affects old 
peoples over the seventies [1]. AF can upgrade the stroke risk percentage up to 15–20% 
[2]. The patient with AF, reporting abnormal atrial activation in Electrocardiogram 
(ECG), due to the random electrical signals generated by sinus node that reflects in 
continues circulating waves [3]. The ventricular response accordingly in the wrong 
manner because of the numerous fibrillatory waves circulate unevenly across the atrial 
myocardium. Hence, there is a miss synchronization between atrial rhythm and 
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ventricular rhythm [4]. Electrocardiogram (ECG) provides an essential tool to detect 
AF. There are some methods developed to enumerate and detect AF regarding different 
features related to the ECG parameters [5]. But there are several limitations like the 
outsized morphological disparity of heart rhythm between different people and in the 
same person in different situations like sleeping or running or in a silent situation. As a 
rule, the development of a method with a training set of data after a while, it is necessary 
to update or moderate to be familiar with the new heart rhythm with different features 
related to the ECG parameters. In this paper, we propose the Cache learning method to 
enhance the development of a real-time AF detecting system, concerning the contest 
for training the classifiers model with a fresh dataset. This paper presents a summary 
of the related work, the proposed technique, experimental works, and the conclusion. 

2 Related Work 

There are two main philosophies to train the classifier model, the first approach 
based on splitting the dataset into two main groups with different percentages. One of 
them usually uses to train the classifier during the training time and another group uses 
to make sure that the classifier is working effectively by testing it and measuring 
sensitivity, specificity, and accuracy with an unobserved dataset offered in another 
group of data. Usually [6]. This approach suffers from so many issues since it is static. 
Then, the challenge of the morphologies ECG waveforms that differ from time to time 
with the patient and from different patients concerning sex, age, etc. are not considered. 
Accordingly, the performance of the classifier looks accepted when using the same 
patient’s dataset for learning it, while its performance often drops very much when the 
testing process is done through a group of patients. Since the dataset used for learning 
vary from one patient to another. The literature shows that researches and merchants 
attempt to concord the mentioned problem in this approach by increasing the amount 
of dataset that uses for training as much as they can to overcome this problem. This 
approach deprecated in different parts. First, using a very big training dataset to learn 
the classifier reflects in the complexity of the system in terms of development and 
troubleshooting. From a technical point of view, continues learning with up 
ordinariness morphological reflected in the ECG during the patient surveillance, is 
something very difficult. Consequently, there is a great chance to miss the detection of 
specific heart arrhythmia when stratifying the outmoded approach. Additionally, it is 
unbearable to familiarize the classifier with all ECG waveforms from all anticipated 
patients [7]. The second approach basses on developing a classifier model to monitor a 
specific patient [8]. The private learning approach relief the miss matching of the ECG 
morphological in the learning process with that one in the testing process, it criticized 
in different aspects. First, splitting down the database according to each patient is very 
costly especially in a huge database. Furthermore, it is very rare to find patients to 
involve them in the process of development especially they are sick, and it is very hard 
for them to spend time in labs. Y. H. Hu et al. [9] introduced a technique that makes 
the training process self-adapting by utilizing the mixture-of-expert (MOE) to obtain 
patient readjustment. The self-adapting training method saves the efforts of dividing 
the database manually. Nevertheless, there are several downsides such as weakness of 
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the sensitivity that generated due to the comparison between different modules, not only 
that but also it is very expansive because the system depends on developing a local 
expert for each patient need to be monitor. Furthermore, using more than one classifier 
at the same time maximize the chance of mistakes. In previous works, M. E. A. Bashir 
et al. [8] proposed a nested ensemble method to relief the self-adapting technique’s 
problem by adapting the training dataset in a dynamic manner using fresh data, not only 
that but also acclimatizing the ECG morphological features related to each heart 
arrhythmia to improve the accuracy. Even though the performance is outstanding but 
harmonizing the dynamic training side with customized the ECG feature side is very 
expensive. 

3 Cache Learning Method 

Cache technique attempts to provide a very smart dynamic learning process by 
offering a renewed training set of data to overcome changes of ECG morphological 
features, which keep changing through time. The method starts with an initial training 
set then there will be limited modification to the initial group of the training set when 
the accuracy dropped down. The current training set will replace incompletely by a new 
one when there is a limited retreat and the classifier accuracy deteriorated. the new 
group of datasets that contain current features needed, will introduce to upgrade the 
current learning dataset. In the worst scenario, all the current data will be replaced with 
a new set to start a new round with up to date data when there is a significant number 
of moderations expected. To avoid delay, the technique is based upon in-between files 
to contain special kinds of data in a smart arrangement technique called Cache, so the 
change always takes place through the Cache. The Cache technique has four steps, as 
shown in (Fig.1.) The preliminary learning phase screening, development, and the 
elimination phase. The positive side and the contribution of this work are reducing the 
number of times uses to check the main database to the minimum level. Hence improve 
the accuracy without increasing the computational cost.  
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3.1 Preliminary Learning 

Preliminary learning is the starting point, the learning process begins with half of the 
overall data. Choosing the data for this stage happens randomly, there is no factor 
involves in selecting a specific record (category). So, all records have the same chance 
to be selected to design the initial training dataset. In this step, there is no kind of check 
or measurement, also there is not any kind of improvement.  

3.2 Screening  

The screening step is the second one that follows the preliminary stage. TrustM(x) is 
the overall trust index that indicates the usability of the training set (x) according to the 
label assigned to the different types of arrhythmia. The measurement of the TrustM(x) 
happens arbitrarily. The TrustM(x) elaborated by LM(x) the local trust index. The local 
trust index LM (x), generated accumulatively when classifying specific arrhythmia 
accurately using a specific set of ECG features. The LM (x) the local trust index 
increases rapidly by one unit every time the list of features nominated to detect specific 
arrhythmia succeeds to detect arrhythmia. Formula (1) details the calculation of the LM 
(x) local trusted index.   

 
𝐿𝐿𝑀𝑀(𝑥𝑥) = ∑ 𝛽𝛽𝑓𝑓(𝐹𝐹, 𝑖𝑖).𝐶𝐶𝑆𝑆(𝑥𝑥)𝑓𝑓∈𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓                     (1) 

 
The weight of the exact feature to detect specific arrhythmia is represented by (F), 

(f) represents an index of a specific feature, and the weight of the overall class of 
features CS(x) that succeed to detect arrhythmia is given by formula (2).  

 
𝐶𝐶𝑆𝑆(𝑥𝑥) = ∑ 𝛽𝛽𝑓𝑓(𝐹𝐹, 𝑖𝑖)𝑓𝑓∈𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓                      (2) 

 
The class of features (F) uses to detect specific arrhythmia (i) is passed to the 

Function βf (F, i). If the class of the features (F) succeed to detect the Arrhythmia (i) 
the function returns (+1) and if it fails to detect arrhythmia it returns (-1). 

 
𝛽𝛽𝑓𝑓(𝐹𝐹, 𝑖𝑖) = �+1  if label(𝑥𝑥)  = 𝑖𝑖

-1   otherwise
                    (3) 

 
The overall trust index TrustM(x) obtained by utilizing LM(x) the local trust index in 

formula (4) and the sigmoid function (0.5 <TrustM(X)< 1) that calculate in formula (5). 
 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑡𝑡𝑀𝑀(𝑋𝑋) = 𝑇𝑇𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠 ∑ 𝐿𝐿𝑀𝑀(𝑥𝑥)𝑛𝑛
𝑥𝑥=1                 (4) 

 
𝑇𝑇𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠(𝑥𝑥) = 1

1+𝑓𝑓𝑥𝑥𝑒𝑒(𝑥𝑥)
                          (5) 
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3.3 Development 

The screening step conclude either by the current training set is valid to detect 
arrhythmias accurately, or there is miss detection with different percentages. 
Consequently, the dataset that performs oddly is going to be modified either partially 
or completely by a new fresh training dataset. the development phase has two sub-steps. 
The first one is labeling the impractical features and or class of features then, substitute 
it/them with a new selected feature or class. The labeling phase is conducted in the 
current training set utilized to detect arrhythmias. The current training set is grouped 
into a set of classes the class is going to be removed if its overall trust score is below 
than threshold δremove. Formula 6 explain the calculation of class score: 

 
if C𝑆𝑆(𝑥𝑥) < 𝛿𝛿𝑓𝑓𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑓𝑓   

then remove                          (6) 
 

The removed class will be copied in a simple design file called Cache. It will not 
send back to the main database. The cache arranges according to the class score of the 
class, Cache allocates the classes in ascending way. So, the class with the smallest CS 

will be at the bottom of the file and the opposite is true. The position inside the Cache 
is dynamic which means every time a removed class arrives; the Cache check it is score 
and compares it against the other class scores then the class takes the right position. The 
cache file capacity is limited to 50 % of the overall data size to keep the percentage of 
the training dataset fixed and not more to the half of the overall data. The process refers 
to the Cache to choose from the top to replace the removed class and if the performance 
not improved, then finally a new class from the main database fetched accidentally. The 
chance PC to choose specific class is relative to the overall trust that explained in 
formula (4) 

 

𝑝𝑝𝐶𝐶(𝑥𝑥𝑓𝑓𝑓𝑓𝑠𝑠𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓𝑠𝑠/𝑓𝑓𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑓𝑓𝑠𝑠) = 𝐶𝐶𝑆𝑆(𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠/𝑟𝑟𝑠𝑠𝑟𝑟𝑟𝑟𝑟𝑟𝑠𝑠𝑠𝑠)
∑ 𝐶𝐶𝑆𝑆(𝑥𝑥𝑗𝑗)𝑗𝑗

                (7) 

 
 Calculation of the probability of the two classes the removed (xremoved) and the 

selected (xselected) are considered to evade selecting a recently removed class. The 
current training set is updated by the fresh selected class. Consequently, the screening 
and development continue and repeated always to keep the classifier performance 
effective. Starting from the second modification stage, the substitutions take place from 
the Cache, not from the main database. The selection of the substituted category is 
depending on the CS(x), so the highest class on the top of the Cache will be nominated. 
The movement from the Cache is taking place when the class is nominated twice and 
fails then returns to the cache after it removed from the current learning dataset. 
Therefore, it replaced by fresh class from the main database by considering a random 
probability mentioned in formula (7). The screening and development steps cause 
continuous movement of the classes from the current training set to the Cache and from 
Cache to the main database. all classes have the same possibility to be selected in the 
ingoing update process without any consideration of their previous performances.  
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3.4 Elimination 

When partial moderation repeated many times without noticeable improvement in 
the performance of the classifier, then the development process becomes useless. While 
it is true when there is a limited number of miss detections in some arrhythmias, and 
there is no need to hit the Cache many times. Hitting Cache rapidly increases the 
computation cost very clearly. Accordingly, there is a strong need to replace the whole 
current learning group of data with a new one. The elimination process removes all the 
classes in the current group of the training set (x) if the defect score DS(x) is less than 
the threshold θremove calculation of the defect score is in formula (8). 

     
if D𝑆𝑆(𝑋𝑋) > 𝜃𝜃𝑓𝑓𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑓𝑓   

                     then remove                             (8) 
 
Likewise, the elimination process takes place through the cache like the development 

process expect the first learning process when the group is selected randomly. The 
whole cache contains will be removed, if it is reactivated and removed from the active 
learning set two times. Nevertheless, a fresh set of data nominated but not in a random 
manner. Formula (7) can be utilized for this purpose and restarted from the beginning 
again. Bear in mind that, the ratio of the training dataset to the validation dataset is not 
changing during both development and elimination stages.  

4 Experimental Work  

A database developed in the University of California, Irvine [10] is used in the 
experimental work of this paper. The database introduced by Waikato Environment for 
Knowledge Analysis (WEKA). It contains 279 features and 452 records [11]. The 
normal arrhythmia seen in classes from 01 to 15. There are more than fifteen kinds of 
different arrhythmias like Old Inferior Myocardial Infarction, Left bundle branch block, 
Right bundle branch block, Sinus bradycardia, Sinus tachycardia, degree AV block, 
degree AV block, left ventricular hypertrophy, Ventricular Premature Contraction 
(PVC), Atrial Fibrillation or Flutter is one of them. Besides the normal rhythm. WEKA 
3.6.1 environment is used to conduct the experimental works in personal computer intel 
CORE i3, 1.70 GHz speed. 4.00 GB RAM. The threshold defined for δremove to be 1.0 
in formula (6) while θremove is set to be 0.5. in formula (8). 

the cache learning method experimented to detect Atrial Fibrillation (AF). The cases 
of AF were increased in the total database by duplicating the cases, generating 21 cases 
of Atrial Fibrillation among the different arrhythmia and normal rhythm. The Cache 
learning method equipped by the J48 algorithm as a classifier. The sensitivity, 
specificity, and accuracy are measured to detail the performance of the Cache method. 
A confusion matrix is used to present the performance of the classifier, where the FN, 
FP, TN, and TP, represents the false negative, false positive, true negative, and true 
positive respectively. The performance of the classifier J45 when feeding by Cache 
learning to diagnose the Atrial Fibrillation (AF) is summarized in Table 1. It illustrates 
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the performance of the Cache learning method with different ECG morphological 
features. 

 
Table 1 Performance of Cache Learning using P, QRS, and T ECG parameters 

 
parameters TP FN FP TN sensitivity specificity accuracy 

QRS only 17 3 4 225 85.5% 98.3% 97.2% 

QRS +P 18 3 3 225 85.7% 98.7% 97.5% 

QRS +P +T 19 1 1 228 96.2% 99.7% 99.4% 

 
The results show that the performance of the cache learning technique improves to 

some extent with the QRS complex features when added to the P wave features 
comparing with the performance with features related to the QRS complex alone. While 
the performance of the classifier improved very clearly when using all features related 
to the ECG morphological parameters P, QRS, and T. the literature shows that, so many 
researchers are utilizing the only QRS mainly the R parameter or P to detects AF. There 
is not any attempt to utilize the other waves or introducing all waves together. The 
reason is that such an attempt will increase the computational cost [12-13]. Although 
the detection of the AF very relates to the R and or P waves, the other waves also 
affected the AF somehow. The result that summarized in Table 2 illustrate the 
improvement in the performance of the classifier when introducing all features related 
to all ECG morphological parameters. It is noticeable, the classifier learned by the 
Cache learning technique is unique especially when introducing all ECG features 
related to the P, QRS, and T waves. 

 
Table 2 Performance of Cache method against other techniques to detects AF  

 
Author Database Method sensitivity Specificity Accuracy 

Christov et al. [12] ECG   P wave 95.7% -    98.8% 

Fukunami et al. [13] ECG   P wave 91% 76% - 

Trigger methods [7]   ECG   QRS +P+T   95.0%    99.6%    99.2% 

Cache Learning ECG QRS +P+T 96.2% 99.7% 99.4% 

 

5 Conclusion 

In this paper, the Cache method was introduced to detects Atrial Fibrillation AF 
arrhythmia very effectively and efficiently. Cache technique attempts to provide a very 
smart self-motivated learning process by offering rehabilitated training sets of data to 
overcome variations of ECG morphological features, which keep changing through 
time. Various approaches have been used to measure the performance of the Cache 
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learning method. The results validate the outstanding performance of the Cache 
learning techniques, especially when using all ECG parameters. More experiments will 
conduct in the future to measure the performance of the Cache learning method under 
noise. 
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